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RAPID PROTOTYPING OF VIRTUAL ENVIRONMENTS
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T HE GOAL OF VIRTUAL REALITY IS TO FULLY OR PARTTALLY IM-

MERSE A HUMAN IN A VISUALLY COUPLED ENVIRONMENT:!

BY TRACKING THE POSITION AND ORIENTATION OF THE USER WITH

SENSORS DESIGNED FOR THIS PURPOSE AND BY COUPLING THESE

measurements with a high-performance
computer graphics system, we can gen-
erate a computer-synthesized view of a
virtual environment that responds to the
user’s movements. Thus, the user does
not just see a visual display on a termi-
nal but is immersed within the display.
VR also allows natural real-time inter-
action with the VE. Instead of a GUI,
the system uses perceptual and multi-
modal interfaces (such as gesture, audio,
and speech recognition) to interact with
the data. Natural locomotion devices let
the user navigate through the VE. Also,
because of the size of the typical projec-
tion-based VR display (CAVEs and
workbenches), groups of scientists and
engineers can more easily work to-
gether to interpret data, making full use
of the 3D portrayal.

Scientific visualization is the process
of displaying scientific data with com-
puter graphics in a way that facilitates
understanding and analysis. Because
large-scale computational efforts usu-
ally result in complex, multidimen-
sional data sets, data analysis and ex-
ploration can greatly benefit from VR’s
natural 3D interface. VR scientific vi-
sualization is simply an interface be-
tween the researcher and the com-
puter, integrating the advances made
over the last decade in both scientific

visualization and VR. This interface
lets scientists interact with their data in
the same fashion that they interact
with real-world objects. In many sci-
entific endeavors, however, there is no
reality to the data. Life-sized molecules
or miniaturized field lines of a solar
prominence are not real objects but are
useful representations of a scientific
process. However, interacting with the
data using natural interfaces enhances
the process of scientific understanding.
The 1999 Supercomputing confer-
ence, with over 20 VR displays on the
exhibition floor, demonstrated the pro-
liferation of VR systems to examine
data from large-scale computational
problems. However, VR is stll far
from being a general research tool. A
VR application usually requires large
investments of time and expertise in
computer graphics, so scientists prefer
to rely on desktop visualization tools.
At Naval Research Laboratory, we
have been developing advanced visual-
ization software that eases the transition
between desktop and VR visualization.
Our aim has been to reduce the work
and time needed to port a desktop visu-
alization to a VE. Our software is a gen-
eral system for rapidly prototyping VR
visualizations, and users do not require
any knowledge of VR. Once researchers

are satisfied with the desktop visualiza-
tion, they can port it to the VE in a very
short period of time—ranging from a
few minutes to a few hours, depending
on the complexity of the visualization
and on the size of the data sets.

VR technology overview

VR systems provide the user with a
sense of being immersed in the data,
where objects have a sense of “pres-
ence.” To achieve immersion, we re-
quire both scene involvement and object
persistence. Scene involvement means
placing the user in a sufficiently large
display area so that the real world does
not impinge on the computer-gener-
ated images, thus establishing presence.
Object persistence means that the
viewer has the feeling that an object will
still be there, that it will still exist, even
when he or she looks away. If the system
tracks the user’s head, the graphics com-
puter redraws the scene according to
the user’s new viewpoint. VR systems
require interactive frame rates of at least
20 Hz to maintain this illusion.

To provide presence, a typical VR
setup for scientific visualization must
include a high-speed graphics com-
puter that can render at least five mil-
lion polygons per second, a tracking
device to sense the user’s head position,
a device to interact with the VE, and a
VR display. We limit our discussion
here to those VR components that are
useful for scientific visualization. Visit
http://vl.nrl.navy.mil/staff/Inzgre/
grotto/index.html for further informa-
tion about VR and SV and for addi-
tional Web resources.
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Acronym glossary

Application Visualization System
Cathode-ray tube

and tactical observation
Head-mounted display

VR displays. The two most popular
VR display technologies are head-
mounted displays and projection-based
displays. Developed in the 1990s,
PBDs have become the primary VR
display technology and are credited
with VR’s movement outside the labo-
ratory and into industry.

HMDs consist of a set of goggles
mounted on a helmet with small mon-
itors that generate images for each eye.
Monitors are usually liquid-crystal dis-
plays or cathode-ray tubes. CRTs pro-
vide higher resolution but are heavy;
LCDs are lighter but have lower reso-
lution. Both types are combined with
head tracking for complete immersion.
A variant of this is the binocular-orien-
tation monitor, which consists of two
1,280 x 960 color pixel CRTs that are
counterweighted on a free-standing
platform (either floor or desktop) with
a mechanical link for six degrees of
freedom motion.

PBDs range from large single-wall
configurations to multiwalled immersive
rooms. As the name implies, PBDs em-
ploy high-resolution projectors (1,024 x
768 pixels) with large fixed screens set at
a distance from the viewer, along with
shutter glasses for stereo viewing. These
systems provide high-resolution images
in a stable display, giving an unencum-
bered VE that multiple viewers can
share. Because of the shared VE, PBDs
have become very popular for demon-
strations—placing a burden on many vi-
sualization labs around the world, aptly
named “the curse of the Immersadesk.”

Stereo viewing is readily available with
almost all SGI systems by using Crystal
Eyes stereographic shutter glasses. The
stereo viewing system comes with one or
more infrared emitters that have a 10- to
15-foot signal range, which we can con-

Graphical room for orientation, training,

Level of detail LOD

Liquid-crystal display LCD
AVS Naval Research Laboratory NRL
CRT Projection-based display PBD

Virtual environment VE
Grotto Virtual reality VR
HMD Virtual reality modeling language VRML

veniently place almost anywhere around
the workbench or the immersive room.
A user then dons a pair of goggles with
an infrared receiver at the nose bridge.
The lenses are nematic liquid crystals,
which darken when oriented with an
electric field. The two lenses alternate at
120 Hz. Synchronization with the stereo
video mode on the SGI platform using
the infrared sensors assures that the sys-
tem displays the left eye image whenever
it darkens the right lens and vice versa.
Perception of stereo viewing not only fa-
cilitates understanding the 3D mor-
phology, it is essential to simultaneously
perceiving near and far field images.

The one wall configuration is the
least immersive and is primarily used
as a high-resolution display for large
audiences. Multiple SGI Onyx pipes
render a single image, each pipe con-
trolling a single projector generating
panoramic images of up to 3,200 x
2,400 pixels. Interaction is limited in
most of these systems because the
screen is typically front-projected, and
direct interaction would block the
projector’s image.

Workbench systems use a high-reso-
lution projection system, a mirror, and
a table with an imaging surface. The VE
is created on a high-performance graph-
ics computer and projected to a mirror
and then toward a table’s imaging sur-
face. The imaging surface’s tilt angle is
adjustable. Horizontal surfaces are best
suited for tabletop tasks, including many
scientific visualization tasks such as
medical and terrain visualization. Figure
1 shows a medical application of the
workbench system.

Immersive rooms are surround-view,
surround-sound, multiperson theaters,
typically sized approximately 10 x 10 x
10 feet (see Figure 2). The system pro-

jects stereographic images onto multi-
ple walls (three in the earliest configu-
rations, four to six is now typical). Ren-
dering real-time, stereoscopic images
on multiple walls requires very high-
end graphics performance. Thus, the
graphics computer accounts for most
of the cost of these systems. Fortu-
nately, VR costs will decrease as PCs
with graphics accelerators and large
texture map memories begin to per-
form VR tasks that previously required
high-end workstations.

Trackers. The most commonly
used trackers are electromagnetic.
They consist of a stationary emitter
and one or more receivers. Both the
emitter and the receivers have three
perpendicular coils that completely de-
termine position and orientation. De-
pending on the system, the orientation
is specified as either a 3 X 3 rotation
matrix (nine values), quaternions (four
values), or Euler angles (three values).
Because Euler angles require only
three specified values, they provide fast
update rates. However, Euler angles
suffer from singularities at the north
and south orientation poles. Quater-
nions have no such singularities and are
the format of choice when available.

Interaction systems. The most com-
mon interaction device for workbenches
and immersive rooms is a 3D wand. Typ-
ically, this is a joystick with a tracking
sensor attached to provide orientation
and position information. The VR soft-
ware receives and processes the tracking
data, essentially providing a simple form
of gesture recognition. Buttons on the
joystick help users navigate through a
VE as well as select orientation.

A second interaction device is a glove
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with a tracking sensor attached. One
form of the glove has conducting plates
attached at the tips of each glove finger.
When the user presses the two plates
together by touching fingertips, he or
she triggers an event. Based on these
simple pinch gestures, we can program
a variety of actions into the VR appli-
cation. More complex gloves contain
the ability to measure finger movement
and provide tactile and haptic feedback.
Researchers have also used voice-
recognition software to interact when
simple wand or hand gestures are not
natural or just not feasible. For example,
in a medical visualization where users
are examining a human skeleton, they
can select, move, and manipulate indi-
vidual bones independent of the whole
skeleton. It is nearly impossible to reat-
tach the bone in the original position
through simple glove gestures. When
the user issues the simple verbal phrase
“put back,” the voice-recognition soft-
ware can return the skeleton to its orig-
inal configuration no matter how dis-
membered it became during analysis.

VR software. VR software has many
components to support real-time VE
generation. Some of these components
are interaction, navigation, and modeling
software. Interaction software provides
the mechanism to construct a dialogue
from the various control devices and to
apply that dialogue to a system or appli-

cation to change the display accordingly.
This is a critical component of VR sys-
tems that involves both hardware and
software. Visual scene-navigation soft-
ware provides the means to move the
user through the 3D virtual world (con-
trolling the viewpoint and direction in
the VE). Additionally, it should support
level of detail, which is critical for effi-
cient scene navigation through polygo-
nally dense data sets. LOD is based on
multiresolution methods where the sys-
tem displays an object with more poly-
gons as the viewer approaches the object
and fewer as the viewer recedes from it.
Modeling software defines the form, be-
havior, and appearance of the objects in
the VE.

Rapid-prototyping software

To meet the needs of NRLs scien-
tific community, we developed ad-
vanced visualization software that lets
scientists rapidily prototype VR ap-
plications on their desktop, without
large investments of time and knowl-
edge of computer graphics. The re-
sulting visualization is readily acces-
sible for VR visualization and can
accommodate a variety of interaction
and display devices.

Our software is based on two li-
braries: the SGI IRIS Performer and
NRDs VRLib. Performer is a high-
performance rendering library that
SGI developed and optimized to han-

Figure 1. The Naval Research Laboratory
produced the first workbench system in
the US in 1994. Since then, many appli-
cations have been ported to this virtual
reality display, including this medical
application.

dle extremely large and complicated
graphical environments. It supports a
rich range of input and output data for-
mats. In addition, the library supports
multiple processors and multirender-
ing hardware. These technical require-
ments are necessary for a system such
as an immersive room, where the sys-
tem must project a synchronized image
onto four screens at interactive rates.
NRL developed the VRLib libraries to
harness the Performer libraries for VR
application development. They pro-
vide a set of configuration and interac-
tion capabilities across a range of dis-
play and interaction devices. VRLib
handles the rendering, interaction,
navigation, and head tracking in the
VE. In immersive rooms, the libraries
also handle the image synchronization
across the different screens.

Our software consists of two main
applications: the SciVis Viewer and the
AVS Viewer. They differ in the degree
of interactivity they provide and the
kind of data set they can visualize.

The SciVis Viewer displays in stereo
any Performer-supported-format model
with VR navigation and manipulation.
The user can then view and analyze the
model in the VE using rotations, trans-
lations, scaling, or navigation through
the model, in real time. This visualiza-
tion type is very useful when the object
is time-independent and has distinct
boundaries, such as isosurfaces of static
scalar fields, molecular protein struc-
tures, and grain boundaries within a
metallic alloy.

Time-dependent data has proven
most popular with the SciVis Viewer. It
provides an interactive environment
for viewing 3D animations of the data.
To prepare the animation, the user
generates a sequence of virtual reality
modeling language files for each simu-
lation time step. Using software devel-
oped at NRL, we converted the
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Figure 2. This Naval Research Laboratory Grotto (graphical
room for orientation, training, and tactical observation) is an
immersive-room display. The image above is a material mi-
crostructure. NRL is developing several applications for this VR
display, including scientific and battlefield visualization.

VRML files into a Performer-based
animation file. We can then view the
animation in the VE just as any other
VRML model. As the animation re-
peats, we can change the view point at
will to examine dynamic structures
from any conceivable angle. When
combined with the immersive room’s
large-scale VE, this provides a com-
pelling visual analysis that is not possi-
ble from any other display.

Of course, the animation is from pre-
computed data, and there is no interac-
tivity aside from straightforward 3D
object manipulation. For interactivity,
we use a more sophisticated software
package: the AVS VR Viewer.

Many commerecial visualization sys-
tems support additional functionality
for increased interactivity (such as
changing a colormap, an isosurface
value, or the lengths of a set of stream
lines), increased data-exploration capa-
bilities (subsampling and selecting re-
gions of interest), and real-time interac-
tive visualization (visualizing data during
the simulation, modifying the simula-
tion, and seeing the effects in real time).
Because all these functionalities are
highly desirable for a VR scientific visu-
alization system, we builta VR interface
to AVS (Application Visualization Sys-
tem), one of the most popular software
packages for scientific visualization that
the NRL scientific community uses.

Like the other commercial visualiza-
tion systems, AVS is a reliable, user-
friendly program that lets users create
visualization applications by combin-
ing software components into exe-
cutable networks. The components,
called modules, implement specific vi-
sualization functions. These functions
can filter, map, or render. These pack-
ages also let users create their own
modules to meet their specific needs
and to dynamically load them into net-
works. They can run these new mod-

ules on a remote
platform, such as
high-performance
computers, allow-
ing high-perfor-
mance scientific vi-
sualization.

The AVS VR
Viewer module is
an AVS wrapper for
the SciVis Viewer.
This module replaces the geometry
viewer module of the visualization net-
works and displays information on any
VR display the VRLib libraries support.
Because the rendered image is part of a
visualization network, we can interac-
tively perform all the visualization func-
tions permitted by the visualization sys-
tem module library and the user’s
handwritten modules.

The module also permits texture-
based volume rendering using the
OpenGL volumizer library. The Open-
GL volumizer is a library based on
OpenGL that uses a 3D texturing tech-
nique to simulate a volume-rendered
image. By adding the library to the AVS
VR Viewer, we added the volume-ren-
dering capability to our software. Be-
cause we are using a 3D texture tech-
nique, we can easily combine additional
geometries from other AVS modules
with the volume rendering in the same
scene.

The advantages of such a system are
clear. Scientists do not have to be expert
programmers or make a large time in-
vestment to visualize scientific infor-
mation in a VE. They just develop at
the visualization system level. As part of
a visualization network, only the per-
formance of the machines used for the
computation and visualization pro-
cesses constrains the resources avail-
able. Also, scientists can develop their
visualization networks at their desktop
without going to the VR laboratory.

Case studies

Recently, we supported NRL scien-
tists in more than 25 scientific visual-
ization projects. These projects cover a
wide range of scientific disciplines in-
cluding materials sciences, chemistry,
biochemistry, computational fluid dy-
namics, and space sciences. Each of the
two following projects has its own
unique visualization aspects, given the
data-analysis requirements.

Material science and technology.
The influence of the internal micro-
scopic material structures, or mzicrostruc-
tures, on the mechanical properties of
materials is well established. To fully un-
derstand the interaction between struc-
ture and properties, materials scientists
must comprehend a microstructure’s
3D shapes. This case study describes a
technique for the 3D analysis of mi-
crostructures of materials.” The tech-
nique consists of incrementally polish-
ing through a thin layer (approximately
0.2 pm) of material, chemically etching
the polished surface, applying reference
marks, and performing optical or scan-
ning-electron microscopy on selected
areas. We then process the series of im-
ages to obtain a 3D reconstruction of
the material.

The 3D reconstruction is done by
digitally modifying each image to im-
prove the contrast. Next, we convert
the image stack from all the sections
into a volume data set (a 3D scalar
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field) and generate an isosurface. This
isosurface represents the 3D recon-
struction of the microstructure. In par-
ticular, we apply this technique to an
alloy steel sample using a stack of 250
images. The 3D reconstruction shows
microstructural features not previously
identified with traditional 2D tech-
niques on single planes of polish.
During the study, we explored the vi-
sualization of these microstructures in
an immersive room. Because this is a
time-independent object with very
clear boundaries, the SciVis Viewer was
the best software for the VR visualiza-
tion. Thus, the first step was to create
the VRML model of the microstruc-
ture. To have a smooth model, as well
as the best possible resolution in the VR
display, we performed a tricubic inter-
polation of the original 3D data set that
quadrupled the number of grid points.
Using this data set, we generated an
isosurface and then transformed it into
a VRML file. Most of the visualization
systems available output VRML files.
The resulting VRML file was time-
consuming to render due to the large
number of triangles involved (nearly one
million). To achieve a semblance of real-
time interactivity, the system required a
minimum frame rate (usually 20 frames

per second). To this end, we limited the
model’s triangle count to 30,000. (To
render an object in stereo, we must com-
pensate for both the left and right eye
images by doubling the number of ren-
dered triangles and then multiplying by
the number of screens where the ren-
dering will take place [four in immersive
room]. Our hardware—a six-processor
ONYX 2 SGI computer—can only han-
dle five million triangles per second.) We
used triangle decimation techniques to
maintain real-time rates.

Triangle decimation is a 3D data-
compression technique for surfaces
represented as triangle meshes. These
techniques reduce the total number of
triangles in a triangle mesh, preserve
the original topology, and form a good
approximation to the original geome-
try. We use them to improve rendering
at interactive rates for large objects.
For this case, we discovered that the
best way to optimize the triangle deci-
mation routines, while preserving the
desired level of model detail, was to use
two or more routines in a nested, hier-
archical fashion. In this way, we man-
aged to reduce the total number of ren-
dered triangles by a factor of 30.

The SciVis Viewer let us inspect the
microstructures both as a whole and

then as separate components. The 3D
effect produced and the size of the im-
ages displayed gave the user a real sense
of the microstructures’ morphology
and their spatial distribution that nor-
mal computer monitor screens cannot
match (see Figure 2). During one of the
VR visualization sessions, the principal
scientist, George Spanos, observed a
new kind of structure. Although scien-
tists could conceivably observe such
structures on the computer monitor
screen, they did not noticed them in
numerous analysis sessions until they
viewed the data in VR inside the im-
mersive room. This demonstrates that
VR’s capabilities can produce new un-
derstanding of data sets previously stud-
ied with conventional techniques.

Computational fluid dynamics.
This computational fluid dynamics ap-
plication numerically simulates an axi-
ally-excited 3D free square jet.’ For the
purposes of visualization, we computed
areduced model using a grid size of 40 x
60 x 40 so that we could interactively
explore the simulation’s parameter space
for an optimal jet engine design. This is
a perfect example of combining high-
performance computing and high-band-
width networks with VR environments.
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Figure 3. The VR visualization lets scientists stand inside the

jet plume.

During the simulation, a sinusoidal
forcing function injects fuel into the
computational domain through a
square jet nozzle. The computational
domain is initially filled with oxygen
and the vorticity surfaces indicate the
amount and type of mixing that occurs
as the fuel travels downstream from the
nozzle. Combustion is not included in
the simulation. The visualization shows
large vortex rings, which indicate
large-scale transport and mixing of
reagents as well as smaller braid vor-
tices, indicating small-scale mixing.
Both types of mixing are required for
efficient combustion. As the simulation
progresses, we can modify various sim-
ulation parameters such as the fre-
quency and amplitude of the sinusoidal
forcing function as well as the relative
velocities of the fuel and oxygen.

We converted the simulation pro-
gram into an AVS module that runs on
a high-performance computer such as a
16-processor SGI C90 or a 32-proces-
sor SGI Origin 2000; the AVS network
runs at the VR graphics workstation. A
high-bandwidth ATM network con-
nects both machines. Each time step, we
calculate and download the vorticity of
the vector field to the graphics worksta-
tion where we render the vorticity iso-
surfaces in a VR display (using the AVS
VR Viewer module). For example, the
user can step into the Grotto and be
surrounded by the isosurface. With the
AVS VR Viewer module, the user can
fully interact with the visualization by
changing the calculation and the visual-
ization parameters (for example, the
physical quantity being visualized, the
isosurfaces’ level, or the color map).

With dedicated time on a C90, the
simulation runs interactively—the bot-
tleneck occurs in the rendering of the
isosurfaces. Unfortunately, it is rare to
get dedicated time on high-performance
computers for interactive visualization.

In response to
these problems,
we created a Per-
former-based an-
imation. We gen-
erated VRML
files of the isosur-
faces for every
10th time step for
the first 400 time
steps of the simu-
lation. We then
produced a Performer-based cyclic an-
imation, and the VR visualization is
straightforward using the SciViz
Viewer. Although there is no interac-
tion with the animation, except for 3D
manipulation, the impact of the visual-
ization was very high. Users in an im-
mersive room could actually stand in-
side the jet plume and observe the large
vortex rings flowing around and rising
above them (see Figure 3).

h—_

‘ ] irtual reality offers many advan-

tages for scientific visualization:
stereoscopic rendering, high-resolu-
tion images, wide-angle viewing, and a
natural human—computer interaction
interface. VR seems to be the optimal
visualization method for problems
where the data set’s 3D structure and
topology are scientifically relevant.
Our main effort has been to develop
software that eases the transition be-
tween desktop visualization and VR vi-
sualization. We are still working on the
AVS Viewer so users can manipulate all
the visulation parameters from inside
the VE. Our intent is to develop visu-
alization tools that researchers can ap-
ply in a wide range of scientific areas
without spending too much time in
software development. As a result, we
ported approximately 25 applications
to a VE in about one year.
Although many problems remain to

el

be solved (especially those arising from
the large data-set visualization), VR
seems to be an excellent technology for
visualizing complex 3D data sets, and it
might play a dominant role in future
scientific research. We also feel that
VR shows great potential as a device
for communicating and disseminating
of visual information.

Our software is freely available to
universities and research institutions by
contacting the authors.
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